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Abstract 

The Frankfurt plane head orientation is widely used in anthropometry research and anthropometric 

measurement definitions of the whole body and head. However, the authors believe that this head 

orientation may not be the best for head mounted extended reality (augmented, virtual and mixed 

reality) devices since it does not relate to natural product wear. When designing head mounted devices 

(HMDs), it is important to define head orientation, specifically pitch, related to how the device will be 

worn. In particular, these HMDs are often designed around the eye position with the head and eye in a 

natural, relaxed orientation - defined in this paper as the “Neutral gaze”. However, the efficacy and 

repeatability of collecting this posture has not been thoroughly studied. The purpose of this study was 

to assess the variance of a repeated measures neutral gaze protocol. The primary research questions 

were: (1) What is the variance in neutral gaze within and between subjects, and (2) what are the largest 

sources of variance/error? Twelve subjects (four females, eight male) participated in this study. The 

data collection protocol was repeated five times per subject. Three anatomical landmarks were selected 

for their resistance to incorrect land marking and measurement - the Left and Right Tragion and the 

Sellion. Subjects were landmarked, performed a defined series of neck and shoulder stretches, and 

had their head scanned using a 3dMD® head scanner. Following each scan, subjects stood up, walked 

up three sets of stairs, performed neck and shoulder stretches, returned to the scanning room, 

performed neck and shoulder stretches, and an additional head scan was taken. Head scans were 

digitized in 3dMD Vultus® providing coordinate point locations for the anatomical landmarks under 

study. This digitization process was conducted three times with proctor A and three times with proctor 

B to be able to assess intra- and inter-rater reliability. A “Neutral Gaze Vector System” was defined as 

a user-specified system, where the origin was defined as a point 3 mm in front of the Pupils at the 

midpoint between the Right and Left Pupil, the x-axis runs through the Right and Left Pupil, the y-axis 

runs vertically upwards, and the z-axis runs in the anterior direction.  MATLAB was used to align all 

heads to this coordinate system. Variance and range for head pitch were calculated. The authors 

hypothesized five primary sources of variance: (1) anthropometry land marking, (2) position error of the 

participant, (3) scanning resolution at the pupil, (4) digitization error, (5) inter- and intra-rater reliability, 

and (6) MATLAB rotation/translation. Three of these five were investigated in this study. The results 

indicated the biggest sources of error to be: (1) positioning of the subjects and (2) digitization errors. 

The result of this work verifies the accuracy and repeatability of the neutral gaze protocol for a product 

related head orientation. This is especially important when performing such tasks as evaluating form 

and fit of subjects wearing head mounted devices. 

Keywords: 3D face scanning method; method validation; neutral gaze; head orientation; head mounted 

displays  
 

1. Introduction 

The alignment of the head for shape analysis and/or product design remains a challenging topic with 

few scientists being able to agree on one “true” alignment. This is predominantly due to the head not 

having a clear long axis such as the whole body, arms, legs, or even feet. In addition, the neck anatomy 

enables a large range of motion: flexion, extension, and rotation. This challenge of lack of agreement 

on universal alignment/orientation of the head affects several scientific disciplines from Anthropometry, 

Anthropology, Dentistry and Orthodontics, Cosmetic Surgery, head wearable product design, and more 

[3], [4], [10], [11] and [12]. 
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In an attempt to agree on one standardized head orientation system, at a World Congress on 

Anthropology held in Frankfurt am Main, Germany in 1884, a head orientation termed the Frankfurt 

plane was proposed. In the Frankfurt plane head orientation, a plane passing through the inferior margin 

of the left orbit (the point called the left orbitale) and the upper margin of each ear canal or external 

auditory meatus, a point called the Porion, was most nearly parallel to the surface of the Earth at the 

position the head is normally carried in the living subject. This definition is widely adopted in the field of 

Anthropometry as the head oriented such that the Orbitale and Tragion anatomical landmarks are on 

the same horizontal plane [1].  
 

Several different head orientations have been applied during data collection of 1D or 3D head 

Anthropometry. During the SizeChina-Hunan 3D head anthropometry data collection, the head 

orientation of participants being scanned was defined by participants being instructed to look at a fixed 

point marked in front of them [2], [3]. A similar head orientation protocol was used when capturing 3D 

head scans for Australian bicycle helmet design [4]. During the 3D head anthropometry data collection 

for the Korean population, the heads were oriented in the Frankfurt plane in accordance with postures 

described in ISO 20685-1 [5], [6]. The Frankfurt plane head orientation was furthermore also used 

during the Japanese [7], South African military [8] and US military [9] 3D head anthropometry data 

collection projects.  
 

ISO 20685-1 [5] 3D scanning methodologies for international compatible anthropometric databases 

Part 1 recommends, among other topics, standardized postures for 3D body scanning when building a 

3D anthropometric database. ISO 20685-1 [5] suggests 4 postures for body scanning, with the head 

alignment in all of them recommended to be in the Frankfurt plane. The Frankfurt plane was defined as 

the head pitched such that the right Infraorbitale landmark below the eye is on the same horizontal 

plane as the right Tragion landmark, and that the head is yawed such that the right and left Tragion 

landmarks are on a horizontal plane.  
 

In the attempt to understand and define shape variances of the head for application to product design 

and/or evaluation, several researchers have investigated and suggested different head orientations. In 

classifying  the human skull morphology, [10] takes advantage of 3D imaging and digitization techniques 

and recommends using 3D Procrustes superimposition as a method of determining head orientation 

and alignment. Procrustes superimposition is an iterative least-square adjustment of all the figures after 

size normalization. It includes three phases: scaling, translation, and rotation. The skulls are scaled to 

have the same size, they are translated to have their geometrical centers fit exactly with one another, 

and finally, rotated in order to minimize the gaps between anatomical points.  
 

Badawi-Fayad and Cabanis  [10] used the x, y, z coordinates of 33 anatomical landmark points as input 

to the Procrustes alignment. During the SizeChina-Hunan head scanning project, after data collection, 

the head scans were digitally processed during which each head scan was rotated and translated into 

the Frankfurt plane. With the x-axis running through the left and right Tragion landmarks, origin located 

midway between the left and right Tragion, and positive direction towards the right Tragion. The XOY 

plane passed through the left and right Tragion, and left Infraorbitale landmarks. Positive y-direction 

anteriorly and positive z-direction upwards [2], [3]. Park et al. [11] aligned 180 3D head scans in order 

to create a parametric adult head model with representation of scalp shape variability. These head 

models were aligned in the Frankfurt plane for statistical analysis. The coordinate system was defined 

with origin midway between the left and right Tragion, the y-axis running through right and left Tragion 

landmarks. The XOY plane passed through the left and right Tragion and the left Infraorbitale 

landmarks. The z-axis is a cross product of x- and y-axes, running vertical. Gupta et al. [12] aligned 3D 

face scans as part of building a face recognition database. After data capture, the face scans were 

aligned with the forehead tilted back by 10 degrees to the vertical axis. This was achieved by iteratively 

aligning facial models in arbitrary poses to a template face in a canonical frontal pose using the Iterative 

Closest Point (ICP) algorithm [12], [13].  
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Niezgoda and Zhuan [14] analyzed the shape variance of approximately 400 head scans of the United 

States civilian population for the purpose of creating headforms for ISO Eye and Face Protection 

Standards. In order to analyze variance of the head and face shape and sizes, they aligned all heads 

in the Frankfurt plane [14]. Digital 3D headforms representative of Chinese workers were aligned in the 

Frankfurt plane (horizontal plane) and vertical plane passing through 3 midpoints, between right and 

left Tragion, right and left Zygion, and right and left Ectocanthus [15].  
 

In the absence of one consistent head orientation and coordinate system, Lee et al. [16] investigated 

multivariate statistical shape variances for several different coordinate system origins. The head scans 

were oriented with the x-axis passing through the left and right Tragion landmark points, and the y-axis 

passing through the Sellion and Supramentale landmarks. The different coordinate system origins 

included 1) Sellion landmark, 2) Pronasale landmark, and 3) midway between right and left Tragion 

landmarks. For the origin located at the midpoint between right and left ear, the largest percentage of 

variance was described by the 3 principal components (PC’s) (89.7%), compared to the other two origin 

points (76.3% and 76.9%, respectively). Different results are expected if the head scans were orientated 

in the Frankfurt plane. In a study during which 3D face scan data was used for the analysis of facial 

size and shape, Lee et al. [17] aligned all the faces with the origin at the Sellion landmark, and the y-

axis passing through the Sellion and Supramentale landmark, and the x-axis parallel to a line passing 

through the left and right Tragion landmarks.  
 

Robinette [18] summarizes several alignment frameworks investigated for head alignment for helmet 

applications. These included: 1) the Principal Axis System (PrinAx), 2) an approximate coronal plane 

alignment (Eye), and 3) a top-of-head alignment. For all three alignment frameworks, the head rotational 

orientation (pitch, roll, and yaw) was the same, with the main point of difference being the origin of the 

Cartesian system. For the PrinAx, the surface area of the triangles of the polygon file were used as 

mass (constant density assumed), and the center of mass (calculated for all the triangles) was used as 

the origin of the coordinate axis. For Eye, the origin was midway between the right and left eye, and for 

top-of-head alignment, the origin was at the most superior point on the head.  
 

Although the Frankfurt plane is most widely used by researchers when analyzing or attempting to 

represent shape variances of a population group’s heads and faces, a universal consensus has still not 

been reached. It is the author’s opinion that a universal head orientation and alignment that is in line 

with how the product will be worn on the head or face. This would mean that for head models used for 

design, different head models will be required for different head and face products. An “universal” head 

model in one set head alignment will most likely provide a false sense of representation of head and 

face variance, since inevitably head orientation artifacts, such as forward-backward rotation (pitch), 

which might not be applicable to how the product is worn, would be reflected in some of the shape 

variance components. A careful understanding of how the product is expected to be worn, must 

therefore be formulated before the head orientation is selected. This understanding could be formulated 

through an informal, small scale fit test of similar products. With the use of software tools, 3D head data 

can be re-oriented to the desired head orientation with relative ease.  
 

For the design of the Magic Leap headset, a head orientation in a natural head position was selected 

as best suited to the headset design. This head orientation is termed “Neutral Gaze” head orientation. 

When obtaining a head scan with the head in this orientation, a consistent process was used to position 

each participant in this intended head orientation position. This process included specific neck and 

shoulder stretches, requesting the participant to sit upright with shoulders back and down, and look at 

himself/herself in a mirror placed on a vertical plane 2m in front of the participant.  
 

The purpose of this study was to investigate the consistency of this head orientation and the 

repeatability with which participants are able to position themselves in this “Neutral Gaze” head 

orientation position.  
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2. Method 

Participants were required to sign an informed consent and were not compensated monetarily or 

otherwise for participating. Left and right Tragion anatomical landmark locations were visually identified 

by trained proctors using an eyeliner pencil. Participants were seated on a chair within the scanning 

volume of a 3DMD scanner. To ensure subjects were in a neutral position, they were instructed to flex 

and extend their neck (“Look down to your chest, look up to the ceiling”), rotate their neck (“Look left to 

the wall next to you, look right at the wall on the opposite side”), bend their neck sideways (“Bend your 

neck to the side, as if to touch your ear to your shoulder, first to the left shoulder then to the right 

shoulder”) , and finally asked to sit with their back straight and roll their shoulders backwards and down. 

They were then instructed to stare straight ahead while looking at themselves in a mirror mounted 

vertically in front of them. A 3D image was captured using a 3dMDhead™ system.  
 

Following this, the subjects were led outside of the scanning room to a movable staircase that had 3 
steps and a railing. They were instructed to hold onto the railing while ascending the stairs. At the top 
of the stairs they were again instructed to flex and extend, rotate left and right, and bend to the left and 
right their neck, and roll their shoulders back and down. They were then instructed to hold the railing as 
they descended the stairs where they returned to the scanning room. They repeated this method for a 
total of five collections. The same set of markings indicating the landmarks was used in all five 
collections.  
 

Land marking 

The purpose of this study was to assess the precision and repeatability of a neutral gaze head 
orientation methodology. To measure relative change in neutral gaze, three anatomical landmarks were 
chosen for their ease of marking and their resistance to incorrect marking (i.e. bony protrusion with 
resilience against fatty deposits or skin stretching). The left Tragion, the right Tragion, and the Sellion 
were chosen (see Figure 1).  

 
Figure 1: Tragion and Sellion 

 
Head Motions of Interest  

In order to calculate variability in the neutral gaze angle, it is important to correctly identify the head 
motions of interest. There are three rotational head motions: (1) yaw, (2) roll, and (3) pitch (see Figure 
2). Yaw is defined as rotation about the y-axis and in head motion is seen as shaking the head no. Roll 
is defined as the rotation about the z-axis and is seen as tilting the head from side to side. Pitch is 
defined as rotation about the x-axis and is seen as nodding the head up and down. In addition, there 
are combinatorial head motions (e.g. yaw + pitch) but those are excluded in this study. For this 
investigation, the analysis was confined to the effect of the neutral gaze protocol on the pitch head 
motion only.  Each head scan is post-processed using MATLAB code  [19]. For each individual’s head 
scan, the origin of the scan varies depending on each day’s scanner calibration, and is originated 
relative to the scanner volume, and not the head. The MATLAB code is used to translate and rotate all 
data such that the right and left Corneal Apex points are coplanar and horizontal relative to one another 
on the XOY plane, and the origin is positioned midway between the left and right Corneal Apex points. 
The Corneal Apex points are estimated as 3 mm anterior to the pupil positions. This process minimizes 
the effect of roll and yaw to zero for the purposes of this analysis. Proof of this process is explored later 
in this paper.  
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Figure 2: Yaw, Roll, and Pitch 

Calculation of Pitch 

Of interest in this analysis was the variation in neutral gaze pitch angle. One method to analyze this 
was to look at the variability in pitch angle between the Tragion and Sellion landmarks. To complete 
this calculation, an artificial point was created containing the y-coordinate position of the Tragion of 
interest (either left or right) and the x- and z-coordinate position of the Sellion (see Figure 3).  

 
Figure 3: Pitch calculation 

 

Calculations for pitch between left Tragion and Sellion, as well as right Tragion and Sellion must be 
done. This is due to variability within human morphology as well as the possibility of variance in land 
marking and digitization. As such, the calculations used for left and right pitch can be found below.  

 (1) 

 (2) 
 

3. Results and Discussion 

Participants were individuals above the age of 18 who could legally give consent and worked at the 
same company where the collection was taking place. Twelve participants completed the study with 
five collections per participant. Twelve participants completed the study with five repeated scans and 
two Proctors digitizing each scan three times. For each participant, Proctor 1 always landmarked the 
left and right Tragion and Proctor 2 always carried out the head scan methodology. This was done to 
ensure inter-Proctor variability was eliminated for the anatomical land marking and the delivery of 
methodology instruction. The data for one participant had missing information and was removed from 
the analysis.  
 

Data distribution 

Each of the 12 subjects had five head scans with six digitizations (three digitized by Proctor 1 and three 
digitized by Proctor 2). One of the subjects only had four head scans due to data corruption. Therefore, 
each subject had 30 data points. The normalized pitch angles for all the data points (6 digitizations for 
each of the 5 scans) for each participant is plotted in Figure 4. This relative difference is used to create 
a ‘zero point’ such that the spread of variance in pitch can be viewed on the same axes. When referring 
specifically to statistical analyses related to pitch moving forward, all values will be based off of the 
normalized median zero point. All analyses and discussions will be relative to that value. 
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The standard deviation of pitch values for each of the data points were calculated per participant. The 
Calculations for the mean, minimum, and maximum variance for both the left and right pitch values were 
completed. The mean, minimum, and maximum range of the variance was also calculated.  
 

 
Figure 4: Normalized Relative Pitch 

 

The variance and standard deviation for the six digitizations of each scan was calculated for both the 

left and right pitch angle. This is summarized in Table 1. The table includes the minimum, maximum, 

and mean for standard deviation and variance calculated from the normalized pitch angles. In addition, 

the table includes the minimum, maximum, and mean of the range of those pitch angles. From a 

practical standpoint, we will use the values of range to describe the variance in pitch. The standard 

deviation across the 30 observations for each of the 12 participants. The minimum, mean, and 

maximum standard deviation is across the 12 participants. 

 
 
 
 
 
 

 
 

 

The authors posit that there are six main sources of error that could contribute to the variance in the 

neutral gaze head orientation: 1) anthropometry land marking, 2) positioning error of the participant, 3) 

scanning resolution at the pupil, 4) digitization error, 5) inter-rater and intra-rater (digitization) reliability, 

and 6) translation in MATLAB. 
 

Anthropometry land marking error 

This could most likely be the largest source of inter-participant variance, but was not included in this 

study. This source of variance was intentionally omitted because the main objective of the study was to 

understand the error from the position of the subject. Between all data collection runs per participant, 

each participant was landmarked once, and the same set of markings were used in the repeated scans 

and repeated digitization per each proctor.  Proctor 1 always landmarked the subject while Proctor 2 

always carried out the head scan protocol.  
 

Positioning error 

This is most likely the second largest contributor to both inter- and intra-subject variance. Understanding 

the magnitude of this source of variance is one of the primary objectives of this study. Variance is also 

due to the repeatability of the subject to position themselves in the neutral gaze head orientation.  

 

Table 1: Standard deviation between 
12 participants 

Pitch left Pitch Right 

Mean σ 1.45 Mean σ 1.50 

Min σ 0.39 Min σ 0.69 

Max σ 2.40 Max σ 2.67 

Proceedings of 3DBODY.TECH 2023 
14th Int. Conference and Exhibition on 3D Body Scanning and Processing Technologies, 17-18 Oct. 2023, Lugano, Switzerland

#22



To simulate the natural variance created from repositioning subjects into neutral gaze inside of the 

scanner volume, subjects were given a body break, which included: standing up, walking out of the 

scanner room, walking up stairs, stretching neck and shoulders, walking down stairs, and returning to 

the scanner room. 
 

To evaluate how much positioning error contributes to the overall variance, the left and right pitch angles 

were grouped by scan - therefore, each participant has five scans, and each scan has six digitizations 

yielding 30 data points. For each scan, the average was calculated for the six digitizations producing 

five averages for the left pitch angle and five averages for the right pitch angle. The median value for 

the left and right pitch angles was calculated. The left and right average pitch was then normalized. This 

allows for the calculation of an average of the pitch angles to be calculated. In a practical sense, this 

means positioning error consists of the mean plus/minus three standard deviations. Again, to look at 

the worst case scenario, we will take the largest values. Variance due to participant positioning error is 

0.36 ± 5.83°. A summary of the data can be found in the table below. 

 

Table 2: Position error contribution  

 
 

Scanning resolution at the pupil error 

There is inherent uncertainty and variance found in the digitization process. One major component of 

this variance comes from the scanner resolution. This resolution directly impacts the number of points 

the scanner creates especially for certain areas. Each time a scan is taken, the number of scan points 

and the location of the scan points generated may vary. This is especially important when looking at 

the point array for landmarks which may differ even within the same subject in the same trial. One factor 

that severely affects the scanning resolution and point accuracy is the surface color and finish since the 

scanner technology relies on how well the light pattern projected on the object is reflected back to the 

camera’s. Very dark to black surface colors scan very poorly since the light projected on the object is 

absorbed. Shiny surface finishes furthermore scans very poor since the light projected on the object is 

reflected, resulting in stray scan points.    
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This makes scanning the pupil accurately, especially for a person with dark irises, very difficult. This 

poor scan point distribution then also makes identifying the exact center of the pupil problematic (see 

Figure 5). Furthermore, the point array that represents the subjects’ eyes has a lower vertex count. 
 

Scanner technology does not collect dark or reflective objects well and digitization in those regions is 

seen as unreliable. This is inherently a large problem when dark colored eyes are predominant in most 

countries (45% in the US, and >50% worldwide) [20]–[22]. This is especially prominent for certain ethnic 

(i.e. Asian and Black). This is further investigated in the digitization error section.  

 

Figure 5: Digitization of dark brown eye 

 

Digitization error 

Proctor digitization variance is another major component of variance in the digitization process. This is 

impacted by multiple factors such as how “zoomed in” the proctor is during the digitization process, the 

angle and rotation of the head scan, the resolution and lighting of the monitor the proctor is using, 

ambient lighting, and fatigue. Additional factors include how accurate the proctor is during the selection 

of landmarks as well as the inherent tradeoff between speed, precision, and accuracy.  
 

Additional variance in this process includes general software considerations. In the case of this study 

we will discuss scan alignment in 3dMD Vultus™ [23]. The headscan will not always import correctly 

from the 3dMDhead™ scanner or be correctly aligned to the center. Figure 6 demonstrates a headscan 

that is in the “right side view” according to 3dMD Vultus™ [23], however this is clearly the “front view” 

of the subject. Outside of the wrong view alignment by the digitization software, the subject is also 

inaccurately placed into a tilted view. This leads to a large discrepancy in raw coordinate positions for 

matching anatomical points (i.e. left and right Tragion). The digitizer must also manually rotate the head 

scan and with the version used, there is no way to lock rotation along one axis. However, this error 

should be accounted for with the neutral gaze MATLAB code. This issue can still significantly impact 

the digitizers’ ability to accurately digitize anatomical points. This is especially true for landmarks (i.e. 

the Sellion) that are not physically marked but are found in the digitization process.   

 

 

Figure 6: Headscan tilt 
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It was previously hypothesized that a large contribution to the variance was the error caused by the 

scanning resolution at the eye. This variance was evaluated by Proctor 2 by using the same head scan, 

selecting the left and right Tragion, Sellion, and left and right Pupils ten times. This was followed by 

calculating the uncertainty in measurement at the Sellion, Tragion, and Pupil. The headscan chosen for 

evaluation had dark brown / black eyes to create a worst case scenario for digitization error. It was 

found that the uncertainty in measurement for the angle created between the Tragion, Sellion, and 

horizontal was 0.79 degrees (see Table 3).  
 

Table 3: Uncertainty in measurement 

 

It is shown that the original hypothesis of the largest contribution to the variance was the error caused 

by the scanning resolution at the eye is in fact incorrect. However, it is believed this low uncertainty in 

the pupil is not the full picture. As discussed in the previous section, there is a lower vertex count in the 

pupil. It is believed that the digitization process is forcing a Pupil landmark to be selected among a 

smaller set of vertex points leading to an artificially higher precision which could lead to a lower accuracy 

of the true measure. However, this investigation is outside of the scope of this paper.   
 

Inter-rater and intra-rater reliability 

For intra-rater reliability, that is, variance within one proctor, the variance was calculated and compared 

between the Proctor’s individual runs. For inter-rater reliability, the variance between proctors, the 

variance between Proctor 1 and Proctor 2 was compared between runs. Variance can be expected to 

be more than 10% between proctors and random error due primarily to ambiguity in the landmark (i.e. 

soft tissue, exact pupil center, etc.) [24]. This inter-rater and intra-rater reliability analysis was completed 

for pitch, left Tragion (x, y, z), right Tragion (x, y, z), and Sellion (x, y, z).  
 

Neutral gaze translation in MATLAB 

For the process used in this study, this is believed to be a negligible source of error. The MATLAB code 

translates and rotates the coordinates of each subject such that the pupils are coplanar and horizontal 

relative to one another. This is done under the assumption that humans are different and varied! It is 

rare for human facial morphology to be completely symmetrical and this should be taken into 

consideration during the land marking and digitization processes. This rotation and translation helps to 

eliminate natural yaw and roll rotations during head scanning.  
 

To validate that this was a negligible source of variance, the MATLAB code was applied five times on 

the same set of data. There was no difference in landmark location between the five sets of data. 

Therefore, the authors posit that no variance is introduced from the MATLAB translation and rotation.   

 

4. Conclusions and Recommendations 

While research has been done on head alignment for shape analysis and/or product design, no 

consensus is reached among researchers on the one “true” head alignment. Head alignment impacts 

multiple disciplines and requires additional research on specific head alignments as well as the 

repeatability of positioning participants in each specific alignment. The repeatability of positioning 

participants in the “Neutral gaze” head alignment was determined in this study. One method that was 
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investigated in this paper is the neutral gaze collection on 12 adults with 5 observations each was 

conducted and the variance in neutral gaze was investigated as well as errors that contribute to that 

variance. Average variance in the neutral gaze head alignment is ~3 degrees squared with a maximum 

variance for this data set calculated as ~11 degrees. In practical application, this equates to an average 

standard deviation of ±1.6 degrees with a potential for as much as 3.3 degrees and this should be 

accounted for when designing head mounted equipment.  
 

The authors identified six factors that are expected to influence variance: 1) anthropometry land 

marking, 2) position error of the participant, 3) scanning resolution at the pupil, 4) digitization errors, 5) 

inter- and intra-rater reliability, and 6) MATLAB rotation/translation.  
 

It was assumed that the neutral gaze alignment process is not dependent on gender and/or ethnicity, 

however this should be validated with a larger sample size that targets those demographics.  
 

Additional analysis should be conducted on inter-rater and intra-rater reliability as it specifically relates 

to head anthropometry used in multiple head alignment processes. It has been shown that this is the 

largest source of error contributing to the variance in the neutral gaze alignment. With additional training, 

it is possible to reduce this contributing factor. The Proctors were trained by an anthropometrist and 

have 3 years or less of experience conducting anthropometry related collections as it pertains to head 

measurements.  
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